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The Challenges of Exascale

The emerging exascale computing architecture will not be simply 1000 x today’s petascale architecture. All proposed exascale
computer systems designs will share some of the following challenges:

Processor architecture is still unknown.

System power is the primary constraint for the exascale system: simply scaling up from today’s requirements for a petaflop
computer, the exaflop computer in 2020 would require 200 MW, which is untenable. The target is 20-40 MW in 2020 for 1
exaflop.

Memory bandwidth and capacity are not keeping pace with the increase in flops: technology trends against a constant or
increasing memory per core. Although the memory per flop may be acceptable to applications, memory per processor will
fall dramatically, thus rendering some of the current scaling approaches useless

Clock frequencies are expected to decrease to conserve power; as a result, the number of processing units on a single chip
will have to increase — this means the exascale architecture will likely be high-concurrency — billion-way concurrency is
expected.

Cost of data movement, both in energy consumed and in performance, is not expected to improve as much as that of
floating point operations , thus algorithms need to minimize data movement, not flops

Programming model will be necessary: heroic compilers will not be able to hide the level of concurrency from applications
The I/O system at all levels — chip to memory, memory to I/O node, /O node to disk—will be much harder to manage, as /0
bandwidth is unlikely to keep pace with machine speed

Reliability and resiliency will be critical at the scale of billion-way concurrency: “silent errors,” caused by the failure of
components and manufacturing variability, will more drastically affect the results of computations on exascale computers
than today's petascale computers
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AThe Challenge Summary
ADeliver lots of FLOPS
Aln very little power
ABy2020

AXUOKS dzyalLl2 1Sy
Alt it even feasible using existing
paradigms ?
A Otherthan a couple of

governments, who can afford to
build one ?

AHow will software use it ?
A..Is HPL the way to measure it ?

he University of Manc

heste:

(



Many-core the solution ?
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Limitations of von Neumann model
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How bad Is the memory bottleneck ?
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Energy of data movement operations

10,000 |
= 2008 (45 nm)
= 2018 (11 nm)
1,000
=
=
=
Energy from r- I
Doing the OP S
B o
Energy from = w0k
Working out ~
What OP to do
- = 1! | ] | l ]
A
qﬂl’q & 8 &* &€ Qq?@ d,g"’o ‘ﬁ;??
9 o & & & o ¢ &?
& & & o & &
~ ) e 3 N



Ways to Increase processing efficiency

Increase the number of arithmetic operations over the amount of control needed

A Incrementally increase control cost to operate on multiple data items
A Eg SIMD or vector machines

A Find a more complex compiler to execute multiple operations in a single instruction
A EgVLIW, DSP

A Increase number of control units by reduce their complexity, and operate on multiple data items
A Eg GPGPU
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A Hardware accelerators

A Consider reconfigurable hardware which enables programmability to execute multiple operations
In a single cycle over multiple data items

A EgFPGA

|deally without needing to store intermediate values into a memory (hierarchy)
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